A third linear model
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The logistic function 6

The formula: 1

e

soft threshold: uncertainty

sigmoid: flattened out 's’
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Probability interpretation

0(s) is interpreted as a probability
Example. Prediction of heart attacks
Input X: cholesterol level, age, weight, etc.
0(s): probability of a heart attack

The signal s = w'x “risk score’
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Genuine probability

Data (x, ) with binary v, generated by a noisy target:

f(x) fory = +1;

Ply | x) =«
W1 1-f(x) fory=-1.
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